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Abstract
While it is widely recognized that the development of a sound financial system may contribute to
foster economic growth, the relation between economic growth and financial activities is complex.
In this perspective, our contribution investigates the existence of threshold effects in the relationship
between economic growth and bank credit. Our sample of ASEAN countries is examined over
the period spanning from 1993 to 2019. We use the approach of Kremer et al. (2013) to estimate
threshold effects in a dynamic panel where a group of explanatory variables can be endogenous.
Our results confirm the vanishing effect of finance on economic growth. We found a threshold of
96.5% (significant at the 5% level) for the credit-to-GDP ratio, the threshold variable. In the short
run, for observations inferior or equal to the threshold, the positive effect of bank credit expansion
on economic growth is around 0.08 (significant at the 1% level). Whereas, for observations superior
to the threshold, the positive effect of bank credit expansion on economic growth is around 0.01,
but not significant. The role of exporting firms is essential in ASEAN countries as they are
more export-oriented than other regions in the world economy. Our results may indicate that the
beneficiary of the credit (firms versus households), the structural features (export-led growth), and
the regional heterogeneity have to be considered in empirical investigations of threshold effects
in the relation between economic growth and bank credit. This empirical evidence may help to
formulate sound policy recommendations.
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Highlights

• Confirm the vanishing effect of finance on growth in ASEAN.

• Bank credit has a different growth effect after the threshold of 96.5%.

• The growth effect of bank credit is positive before the threshold.

• After the threshold, the growth effect remains positive, but is not significant.

• Firms credit and export-oriented growth model explain regional heterogeneity.
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1. Introduction

The end of the 1990s, after the East Asian crisis, witnessed a renewed interest in the impact
of financial activities on economic growth. While it is widely recognized that the development
of a sound financial system may contribute to foster economic growth, the true nature of the
relationship between finance and growth is complex (Levine, 2005). Indeed, the growth effect
of finance may depend on several factors like the level of economic development (Huang and
Lin, 2009), the depth of financial activities (Arcand et al., 2015), and the quality of economic
and political institutions (Law et al., 2013). To illustrate these complex links, we can describe
one plausible causal mechanism in the following (Beck et al., 2012). On the one hand, we can
reasonably argue that the development of financial activities may help to foster economic growth in
low-to-medium income countries as the larger part of the bank credit is provided to finance firms’
activities. On the other hand, the positive growth effect of finance may vanish in high-income
countries as the further development of bank credit will mainly be offered to households.

We can observe that ASEAN countries have known an important economic development during
the last twenty years. At the same time, financial and banking activities are less developed than in
industrialized countries. Their growth model is more export-oriented than in other regions (Lim
and Ho, 2013). Thus, the role of exporting firms seems to be essential in the economic dynamics
of these countries. Indeed, these countries share several common features like good performances
in terms of economic growth, a relatively limited development of financial and banking activities,
and an export-oriented growth model. Besides, these economies managed to recover swiftly from
the great financial crisis of 2008. Consequently, we think that it is worthwhile to investigate the
existence of thresholds effects in the relationship between bank credit and economic growth for a
panel of ASEAN countries over the period spanning from 1993 to 2019.

On the one hand, from an economic perspective, the GDP of ASEAN countries amounts to 3
166 billion US dollars and the total population is 655.9 million in 2020.1 These countries play
an important role in the world trade and in the global value chains (Gill and Kharas, 2007). The
economic and trade integration of ASEAN countries has been widely investigated. For example,
Lee and Park (2005) estimate the effect of several FTA proposals on trade creation. They also
argue that these countries in the framework of FTA with China and Japan could play a major
role in the global trade. In contrast, the financial integration of ASEAN countries has not been
extensively examined until recently. After the 1997-1998 Asian financial crisis and the 2007-2008
financial crisis, financial and banking integration has attracted growing attention like in Kim and
Lee (2012), who compare real and financial integration in East Asia.

On the other hand, from an empirical perspective, there is an important regional heterogeneity
between regions of the world economy, as noted by Narayan and Narayan (2013). They found
that financial development (including banking credit) has a different impact on economic growth
in the short-run (i.e., the business cycle) in Middle Eastern countries, Asian countries, European
countries, and Latin American countries. Thus, the data of the different regions of the world
economy does not have a panel structure. In our paper, consequently, we want to decipher
the specific nature of the finance-growth nexus for these economies, because ASEAN has several

1https://data.aseanstats.org/
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specific features (like a strong economic integration and a free trade agreement, the AFTA, amongst
other things) relatively to other emerging countries.

In our empirical investigation, we seek to determine whether bank credit has different growth
effects for observations (countries and periods) above a certain level for the credit-to-GDP ratio or
not. To shed light upon this last point, we can detect the existence of true threshold effects only if the
slopes of the relationship between bank credit and economic growth are statistically different before
and after an estimated value for the threshold variable. If the slopes are not statistically different,
we fail to identify threshold effects, and can revert to a linear model (i.e., without threshold). Our
main empirical result confirms the existence of threshold effects in the relationship between bank
credit and economic growth. Indeed, we find a statistically significant threshold of 96.5% for the
credit-to-GDP ratio (i.e., the threshold variable). In the short run, when the credit-to-GDP ratio
is inferior or equal to 96.5%, the positive effect of bank credit expansion on economic growth is
around 0.08. Whereas, when the credit-to-GDP ratio is superior to 96.5%, the positive effect of
bank credit expansion on economic growth is not significant. Thus, the growth effect of bank credit
fades away after the threshold.

In section 2, we first survey the literature on the search for thresholds in the finance-growth
nexus, and then we discuss some contributions to the link between finance and growth in the short
run. In section 3, we present the data and the methodology used to estimate the threshold in a
dynamic panel data model with endogenous regressors. Then, we present the empirical results in
section 4. Finally, we conclude in section 5.

2. Literature

2.1. Thresholds in the finance-growth nexus
The literature on the finance-growth nexus is too extensive to be comprehensively surveyed

here2. One possible starting point could be the meta-analysis of Arestis et al. (2015). In their work,
they include 69 empirical studies led after 1998. They show that even though this literature is not
free from publication biases, there is a genuine positive relationship between financial development
and economic growth.3 This empirical result is especially interesting since this nexus has been
subject to several debates. One potential important limitation of the meta-analysis of Arestis et al.
(2015) is that it does not allow the possibility to explore the existence of threshold effects. Of course,
this is because this meta-regression analysis was focused on establishing a genuine relationship
between financial development and economic growth. Thus, it does not include studies allowing
for threshold or nonlinear effects.4

2Levine (2005) provides an authoritative survey on the question, with an extended review on the theoretical and
empirical research on this nexus.

3The true existence of this relationship has been contested.
4In the literature, it seems that there is a semantical confusion. A threshold model does not imply necessarily

nonlinear effects. The relationship may be linear before and after the threshold. For example, we can find a positive
slope (linear) before a threshold and a flat slope after the threshold. Obviously, we can approximate this threshold
effect with a nonlinear function, but the effect is linear before and after the threshold from a mathematical perspective.
In many cases, the threshold model can be seen as a piecewise-linear approximation of a nonlinear function.
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The same year Arcand et al. (2015) published an empirical investigation that puts the results
of Arestis et al. (2015) in perspective. Indeed, they show that the financial development is not
positively related to economic growth in countries with large financial sectors. Thanks to semi-
parametric estimations, they found an interval for the threshold (between 80 and 120% of GDP for
the credit to the private sector) before which the correlation between finance and growth is positive.
This positive effect vanishes and even becomes negative5 at some point for several reasons: (i) the
role of financial intermediation during the process of economic development, (ii) the instability
and the higher probability of crashes induced by the deepening of the financial sector6, and (iii) a
brain drain effect from the productive sectors of the economy towards the financial sector.

In the following, we will survey the recent studies that explore the existence of threshold effects
in the finance-growth nexus. As the no-threshold model is a special case of the threshold model,
we believe that our survey of the empirical literature must focus on the studies that allow the
existence of threshold effects. Indeed, in absence of threshold effects, we can revert to a model
without threshold effect without difficulties. On the contrary, focusing on studies that do not allow
for threshold effects or nonlinear effects could lead us to miss a part of the explanation without
any means to check the robustness of the results, as we begin with a constrained model (without a
threshold).

It is not very surprising to observe that the years following the financial crisis of 2008 have
witnessed renewed interest in the quest for threshold(s) in the finance-growth nexus in the empirical
literature. The work of Huang and Lin (2009) explores the finance-growth nexus through the lens of
the level of economic development. They implemented the threshold model of Caner and Hansen
(2004) to check whether the impact of financial activities is linearly dependent on the development
level or not. In other words, they try to test whether the financial activities have a stronger impact
in low-income countries than in high-income countries or not. One of the great advantages of the
approach of Caner and Hansen (2004) is the possibility to use the instrumental variables approach
to control for endogeneity.7 Indeed, in the relationship between finance and growth, it seems quite
reasonable to think that financial development generates a faster economic growth, but also that
economic growth will influence the development of financial activities. As an illustration, a faster
economic growth will generate more saving and, possibly, increase the total amount of new loans.
Thus, in this relationship, we cannot expect that all the right hand side variables are exogenous
especially the variable representing the financial activities.

As mentioned before, Deidda and Fattouh (2002) use the approach of Hansen (1999) in their
empirical investigation, where all the explanatory variables are exogenous. Huang and Lin (2009)
relax this last hypothesis which seems to be too stringent in the case of the finance-growth nexus.
Their sample includes 71 countries averaged over the period 1960-1995. They consider several
indicators of financial activities. In their linear regressions, they confirm that financial activities

5We also talk about threshold effects when the effect disappears (i.e the slope of the curve becomes flat) after a
certain value for the threshold variable (the credit to the private sector in this case).

6In this respect, the contribution of Wachtel (2018) aims at reconciling two independent branches of the literature.
The first one is the literature on the finance-growth nexus and the second one is the literature on the impact of credit
boom and credit deepening on financial crises.

7The work of Caner and Hansen (2004) develops the approach of Hansen (1999) with a model including endogenous
regressors but an exogenous threshold variable.
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have a positive impact on long-run economic growth. In the threshold regression, the logarithm of
per capita income measured in 1960 is selected as the threshold variable. They found a value of 7.3
which corresponds to a 1960-per-capita-income of 1480.30 U.S. dollars. The effect of the credit
made by financial intermediary to the private sector on the long-run economic growth is positive
and two times larger for countries with a 1960-per-capita-income inferior or equal to 1480.30 U.S.
dollars comparatively to countries with a 1960-per-capita-income superior to the threshold.8 As
mentioned above, this interesting result can be explained by the role of financial intermediation at
the beginning of the development process (Arcand et al., 2015).

In their graphical and econometric analysis, Rousseau and Yilmazkuday (2009) investigate the
relationship between inflation, economic growth and financial development in a trilateral analysis.
They build upon the study of Rousseau and Wachtel (2002) where the growth effect of finance
vanishes in high inflation regimes. As mentioned above, the growth effect of financial depth
becomes significantly positive below of an inflation threshold of 6 to 8% in Rousseau and Wachtel
(2002). In the study of Rousseau and Yilmazkuday (2009), a sample of 84 countries is used over
the period spanning from 1960 to 2004. The three variables of interest are: the economic growth
(growth in real per capita output), the financial depth (the ratio of liquid assets-to-GDP and the
ratio of M3 less M2-to-GDP) and inflation (consumer prices) averaged over periods of five years.
They use a graphical approach to illustrate the evolution of the growth effect of finance in different
regimes of inflation. Two observations can be made: (i) the two inflation thresholds (3.95% and
18.62%) for the three inflation regimes have been estimated as the pair of possible thresholds
that minimize the sum of squares in the growth regressions; (ii) it is difficult to assess whether the
difference between the coefficients in the different regimes is statistically significant or not. Finally,
they found that high levels of financial development combined with low inflation are associated
with higher growth. In the middle range inflation rates (between 3.95% and 18.62%), the relation
between growth and finance is strong, meaning that higher inflation rates can have strong negative
effects. When inflation is very high (above 18.62%), the growth effect of finance vanishes.

The work of Yilmazkuday (2011) generalizes the empirical analysis of Rousseau and Wachtel
(2002). He uses rolling regression techniques on a sample of 84 countries over the period spanning
from 1965 to 2004 to estimate thresholds in the finance-growth nexus. In this work, several threshold
variables are explored, namely, the inflation rate, the government size, the trade openness, the per
capita income, and the initial per capita income. We mention several interesting results found in
this empirical investigation. Briefly, the growth effect of finance vanishes after 8% of CPI inflation.
The optimal government size lies between 11% and 19% for a significant growth effect of finance.
When the trade openness is below 35% for low-income countries and below 75% for high-income
countries the growth effect is positive. The catch-up effect of finance starts when a country passes
a level of per capita income around 665 U.S. dollars and becomes stronger when the per capita
income is superior or equal to 1,636 U.S. dollars. He underlines the importance of the thresholds
when the initial per capita income is used as the threshold variable. Finally, the main message of
this work is that the finance-growth nexus cannot be analyzed with traditional cross-country linear
regressions (i.e., without threshold effects).

Law et al. (2013) explore an interesting dimension of the finance-growth nexus, namely the

8This result is robust to the addition of alternative instruments or alternative financial indicators.
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role of the institutions. It is quite intuitive to think that the quality of the institutions will play
an important role in the relationship between finance and growth. Better institutions will have a
positive impact on the growth effect of finance, but it seems clear that there are threshold effects in
this trivariate relationship. They use a sample of 85 countries over the period spanning from 1980
to 2008 and implemented the approach of Caner and Hansen (2004) to control the endogeneity of
the right hand side variables. Several indicators of financial activity are chosen, namely private
sector credit, liquid liabilities, and commercial bank assets. They capture three dimensions of the
quality of institutions, namely the corruption, the rule of law, and the bureaucratic quality. Here,
consequently, the threshold variable is the quality of institutions. To sum up their results, we can
note that finance has a positive effect on growth only after a certain level of institutional quality.
Indeed, the low quality of institutions may prevent the financial intermediaries from financing
productive activities efficiently. Thus, before the threshold, the effect of finance is indiscernible
from zero. Again, in the linear model, the growth effect of finance is positive regardless of the
quality of institutions, and we have no means to check the existence of threshold effects in this
constrained model.

Law and Singh (2014) try to answer the following question: Does too much finance harm
economic growth? This simple question is more complex than it appears because it hides two
nested questions. Firstly, are there threshold effects in the finance-growth nexus? Secondly,
in presence of threshold effects, do the positive growth effects of finance disappear or are they
completely reversed after the threshold? To identify this optimal level of financial development,
they use the approach of Kremer et al. (2013) which extends the cross-sectional approach of Caner
and Hansen (2004) to a panel setting. As in Law et al. (2013), they use three alternative indicators
of financial development. The data sample includes 87 countries over the period spanning from
1980 to 2010. In the vast majority of their regression, they found a threshold of around 90% for the
financial development variable. Before the threshold, the effect of financial activities on economic
growth is positive. After the threshold, the development of financial activities may hinder economic
growth. We can note that this inverted U pattern in the finance-growth nexus is quite robust to
the level of economic development. For high-income countries and for low-income countries,
they find that too much finance is harmful to growth9, but the positive effect of finance is only
significant at the 10% level in the high-income countries. This absence of a positive growth effect
of finance in high-income countries can be explained by Beck et al. (2014). Indeed, the growth
effect of finance comes from enterprise credit rather than household credit. As the major part of
the financial development has been an increase in household credit in high-income countries, it is
not surprising that the growth effect of finance is indiscernible.

In recent years, Slesman et al. (2019) examine the specific role of political institutions in the
finance-growth nexus. Indeed, they argue that the political institutions have a crucial role in the
institutional matrix. In this sense, they extend the work of Law et al. (2013) by implementing
the approach of Kremer et al. (2013) to a sample of emerging and developing countries. The
data sample includes 77 emerging and developing countries over the period spanning from 1976
to 2010.10 In accordance with the literature, their main measure of financial development is the

9This positive growth effect of finance is significant only at the 10% level.
10In order to smooth business cycle fluctuations, they use 5 year averages of the variables.
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private sector credit and their measures of economic activities come from the Penn World Tables
and the World Development Indicators of the World Bank. For the political institution variables,
they use 14 indicators like political rights, civil liberty, for example, selected from the Freedom
House database. Here, the threshold variables are the political institution variables. Briefly, their
main results indicate the existence of significant thresholds for political institutions. The values of
the thresholds are high and may reveal that emerging and developing countries must develop stable
and relevant political institutions before reaping the growth benefits of financial development.
Indeed, in the vast majority of their regressions, there is no growth effect of finance before the
threshold11, but there is a positive growth effect of finance after the threshold.

As mentioned before, the approach of Kremer et al. (2013) extends the approach of Caner and
Hansen (2004) to a panel setting. Several of the regressors can be endogenous, but they assume
that the threshold variable is exogenous as in Caner and Hansen (2004). However, this assumption
can be seen as problematic in the finance-growth nexus. Indeed, when the threshold variable is
the 1960 per capita income, we can safely assume that there is no problem of reverse causality.
But, when the threshold variable is the current per capita income or the current level of financial
development, it is hardly imaginable that this assumption of an exogenous threshold variable is still
valid. In this perspective, the approach of Seo and Shin (2016) provide a framework to estimate
dynamic panel with threshold effects and endogeneity. In their approach, both the regressors and
the threshold effect can be endogenous.

To investigate the finance-growth nexus, Botev et al. (2019) implement static and dynamic
panel models (Hansen, 1996, 1999; Seo and Shin, 2016). In their growth regressions, they include
the following explanatory variables to explain the level (not the variation) of output12: physical
capital, human capital, population growth, trade openness, an indicator of innovation intensity and
a measure of financial development. Their sample includes around 100 countries over the period
spanning from the mid-1990s to 2012. They use several indicators of financial activity like the
credit to the domestic economy (as a share of GDP), the credit to the private domestic economy
(as a share of GDP), the stock market capitalization (as a share of GDP), the number of bank
branches per capita and an index of financial liberalization.13 The main result of this work can
be summarized in the following way: the vanishing effect is not confirmed. Indeed, the authors
cannot determine with certainty a threshold value from which the growth effect of finance becomes
clearly negative.

2.2. Finance and growth in the short run
Despite extensive literature on the finance-growth nexus, few studies have explored this nexus

in the short run. As noted by Wachtel (2018), this may be due to the parallel development of two
relatively independent branches of the literature. Indeed, the first branch has tried to answer a
set of questions related to the following research inquiry: Does finance foster economic growth?

11Sometimes, the growth effect of finance is even negative before the threshold.
12The adjustment between the long run and the short run is explored in an error-correction model framework in a

second step.
13A large part of the data comes form the Structural Policy Database for Economic Research (SPIDER) database

built by the OECD.
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The second branch of the literature was focused on financial crises and tries to determine whether
the development of financial activities increases the occurrence and the economic consequences
of financial crises and defaults. The link between these two research programs has became more
obvious after the East Asian crisis at the end of the 1990s and after the financial crisis of 2008.
Wachtel (2018) underlines that the development of financial activities (i.e., credit expansion) may
foster economic growth14, but credit expansions often lead to financial crises and deep contractions.
In this perspective, the deepening of financial activities may have a negative impact on economic
growth in the short run associated to a positive impact in the long run.

Kaminsky and Reinhart (1999) have inspected 102 episodes of currency crises and banking
crises to determine the causal mechanisms that have led to these crises. For a series of 16 indicators,
they tried to identify thresholds (thanks to a fine grid search) that signal the occurrence of a crisis
episode. For example, the threshold values for the domestic credit-to-GDP ratio are equal to 90
percent for currency crisis episodes and equal to 95 percent for banking crises. In other words,
when the domestic credit increases rapidly and exceeds the thresholds15, the authors can predict a
business cycle turning point. Thus, too fast an expansion for the domestic credit-to-GDP ratio may
negatively affect the economic growth in the short run by triggering a financial crisis.

Loayza and Ranciere (2006) aim at reconciling two pieces of apparently contradictory evidence.
On the one hand, the development of financial activities may foster economic growth in the long run
and, on the other hand, financial indicators like the domestic credit are the best predictor of financial
crises as shown by Kaminsky and Reinhart (1999). Their sample includes 75 countries over the
period spanning from 1960 to 2000. Thanks to panel econometric techniques that allow short run
heterogeneity and a convergence towards a long-run relationship, they found that heterogeneous
negative short-term effects of finance on growth may coexist with homogeneous positive long-run
effects. Indeed, the process of financial development may lead to a better allocation of resources in
the long run, but it may also increase the risk of financial crises in the short run when the financial
systems or the political institutions (Slesman et al., 2019) are not sufficiently mature to supervise
excessive risks.16

Narayan and Narayan (2013) offer regional perspectives on the relationship between financial
development and economic growth in the short run. Their sample includes 65 developing countries
observed over the period spanning from 1995 to 2011. The domestic credit provided by the banking
sector is selected to measure the impact of the banking system on economic growth in the short
run.17 To explore the regional heterogeneity, they split the panel into five regional panels namely
Asian countries, Middle Eastern countries, European countries, Central and South American
countries, and African countries. For the full sample, the development of bank credit has a
negative and statistically significant impact on economic growth in the short run. While, the two

14We can recall that the meta-analysis of Arestis et al. (2015) shows that there is a genuine positive relationship
between finance and growth, however the existence of thresholds is not explored.

15In a 48-month-window for the currency crises and 24-month-window for banking crises, the warning signals are
considered as valid early warning of financial crises.

16This dual effect of financial intermediation may imply that financial crises leave persistent, not permanent, scars
on the economy.

17Other indicators of financial development are also used like the market capitalisation and the traded stocks. All
the indicators are expressed in percent of GDP.
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other indicators, namely the market capitalization and the traded stock have a positive impact on
economic growth in the short run. Their results indicate a large heterogeneity at the regional
level. For example, finance-led growth effects are found in Asian countries for the stock market
capitalization and for the traded stocks, but not for the bank credit where the coefficient is negative,
but statistically insignificant. The strongest growth effects of finance are found in the Asian panel.

In a recent contribution, Lay (2020) explores the possibility of threshold effects in the rela-
tionship between bank credit and economic growth. In his empirical investigation, an inverted
U-shaped relationship is identified, and a threshold of 135% of GDP is found after World War II in
17 industrialized countries. Simply put, when the credit-to-GDP ratio is above 135%, further bank
credit expansion is detrimental to economic growth. Until this threshold, bank credit expansion
has a positive effect on economic growth in the short run. The work of Beck et al. (2014) may
help to explain this result. Indeed, the development of bank credit in industrialized countries has
been mainly the development of household credit. Most of the growth effect of finance is fueled
by enterprise credit rather than household credit. The beneficiary of the credit matters when we
try to disentangle the complex links between financial activities and economic growth (Beck et al.,
2012).

3. Data and methodology

3.1. Data
We use annual data for a sample of seven ASEAN countries (Malaysia, Brunei, Indonesia,

Philippines, Thailand, Singapore, and Vietnam18) over the period spanning from 1993 to 201919.
These data are collected from various sources including the World Bank’s World Development
Indicators, the Asian Development Bank, the International Monetary Fund and Laeven and Valencia
(2020). In their work, Laeven and Valencia (2020) provide the crisis dates of 151 systemic bank
crises. They also include the dates of sovereign debt crises and currency crises. The involved
variables are presented in Table 1.

In Figure 1 and 2, we plot the explained variable and the threshold variable for our sample of
ASEAN countries. We can make several observations. On the one hand, in Figure 1, we can clearly
see that these countries have known a V-shaped recovery after the East Asian crisis and after the
financial crisis of 2008. We can note that the growth rate of the Vietnamese economy has always
been positive over the examined period. On the other hand, in Figure 2, we can distinguish two
sets of countries. The first one (Brunei Darussalam, Philippines, and Indonesia) fluctuates around
50% of GDP for the threshold variable and the second one (Singapore, Malaysia, and Thailand)
fluctuates above 100% during the 2010s. Lastly, Vietnam moves from the first to the second group
over the investigated period.

18As we want a balanced panel in our empirical investigation, Myanmar, Lao PDR and Cambodia are not included
in the sample due to data availability. Besides, Myanmar and Lao PDR joined the ASEAN in 1997 and Cambodia
joined in 1999.

19The number of observations is equal to 𝑁 = 7 × 27 = 189.
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Table 1: Involved variables

Dependent variable 𝑌𝐺𝑖,𝑡 Annual GDP per capita growth rate.

Threshold variable 𝐹𝑖,𝑡 Credit-to-GDP ratio.

Control variables 𝑋𝑖,𝑡 Government expenditure growth,
Gross fixed capital formation,
Consumer price inflation,
Terms of trade, Openness ratio,
Dummy variables for financial crises (Laeven and Valencia, 2020).

Figure 1: Annual GDP per capita growth rate
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Figure 2: Credit-to-GDP ratio
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3.2. Methodology
We follow the approach of Kremer et al. (2013).20 In their approach, they combine the panel

threshold model of Hansen (1999) and the instrumental variable estimation of the cross-sectional
model introduced by Caner and Hansen (2004) thanks to the application of the forward orthogonal
deviations’ transformation suggested by Arellano and Bover (1995). This approach has several
advantages, firstly, we can estimate threshold values rather than impose them as rightly underlined
by Hansen (1999)21, secondly, we can use a dynamic panel data model where endogeneity of
important explanatory variables is controlled and, finally, this approach ensures that the error
terms remain uncorrelated by eliminating the fixed effects thanks to forward orthogonal deviations.

The relationship between private credit and economic growth is examined in the short run. In
the panel model, we explore the threshold effects for the involved variables in a dynamic setting.
We are not investigating (absolute or conditional) growth convergence. Rather, we test the potential
threshold effect of an expansion of private credit on the variation of the annual GDP per capita
growth rate. Here, the threshold variable is also an explanatory variable.

Thus, we follow Kremer et al. (2013), Baum et al. (2013), Narayan and Narayan (2013) and Lay
(2020) to investigate the possibility of threshold effects in the relationship between bank credit and
economic growth in the short run. To this aim, we consider the following dynamic panel threshold
model:

𝑌𝐺𝑖,𝑡 = 𝜇𝑖 + 𝜒𝑌𝐺𝑖,𝑡−1 + 𝛽1𝐹𝑖,𝑡 𝐼 (𝐹𝑖,𝑡 ≤ 𝛾) + 𝛽2𝐹𝑖,𝑡 𝐼 (𝐹𝑖,𝑡 > 𝛾) + 𝛼1𝑋𝑖,𝑡 + 𝜀𝑖,𝑡 (1)

where subscripts 𝑖 = 1, ..., 𝑛 represents the country and 𝑡 = 1, ..., 𝑇 index the time. 𝜇𝑖 is the
country-specific fixed effect, and the error term is 𝜀𝑖𝑡 . The involved variables are presented in Table
1. 𝑌𝐺, is the annual GDP per capita growth rate and 𝐼 (.) is an indicator function indicating the
regime defined by the threshold variable, 𝐹, the credit-to-GDP ratio. Here, the threshold variable
and the regime dependent variable are the same, the credit-to-GDP ratio, as we can see in equation
(1). The independent regime control variables, 𝑋 include the investment, 𝐼𝑁𝑉 , the government
expenditure, 𝐺𝑂𝑉 , and the consumer price index, 𝐼𝑁𝐹, all three measured in annual percentage
growth, but also, the terms of trade, 𝑇𝑂𝑇 , the openness ratio, 𝑂𝑃𝐸𝑁 , and dummy variables,
𝐵𝐴𝑁𝐾𝐼𝑁𝐺,𝐶𝑈𝑅𝑅𝐸𝑁𝐶𝑌 , 𝐷𝐸𝐵𝑇 and 𝑅𝐸𝑆𝑇𝑅𝑈𝐶𝑇𝑈𝑅𝐼𝑁𝐺 for banking crises, currency crises,
sovereign debt crises and debt restructuring, respectively.

The dynamic version of the model22 in equation (1) is estimated in three steps:

1. In the first step, we estimate a reduced form of the endogenous variable,𝑌𝐺𝑖,𝑡−1, as a function
of the instruments on a set of regressors restricted to 1 lag since instruments23 can overfit
instrumented variables as shown by Roodman (2009). The endogenous variable, 𝑌𝐺𝑖,𝑡−1, is
then replaced in the structural equation by the predicted values, 𝑌𝐺𝑖,𝑡−1.

20We use the Stata program provided by Diallo (2020).
21One important advantage of this approach is to test the statistical significance of the threshold values. It is quite

difficult to determine whether the threshold are statistically significant or not when chosen in an ad hoc manner.
22Note that the differences are forward-orthogonal deviations, thus, serial autocorrelation of the transformed error

term is avoided (Kremer et al., 2013).
23Which can be 𝑌𝐺𝑖,𝑡−2 to 𝑌𝐺𝑖,𝑡−𝑝 with 𝑝 = 𝑇 − 1.
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2. In the second step, equation (1) is estimated through least squares for a fixed threshold 𝛾
where,𝑌𝐺𝑖,𝑡−1, replaced by its predicted values from the first step regression. We can denote
the resulting sum of squares as 𝑆(𝛾). This step is repeated for a strict subset of the support
of the threshold variable, 𝐹.

3. In the third step, the estimator of threshold value is selected as the one with the smallest sum
of squared residuals, i.e., 𝛾̂ = argmin

𝛾

𝑆𝑛 (𝛾). In accordance with Hansen (1999) and Caner

and Hansen (2004), the critical values for determining the 95% confidence interval of the
threshold value is given by,

Γ = {𝛾 : 𝐿𝑅(𝛾) ≥ 𝐶 (𝛼)}
where 𝐶 (𝛼) is the 95% percentile of the asymptotic distribution of the likelihood ratio
statistic 𝐿𝑅(𝛾). Once 𝛾̂ is determined, the slope of the coefficients can be estimated by the
GMM for the previously used instruments and the previously estimated threshold 𝛾̂.

3.3. Testing for a threshold
For clarity purposes, it might be necessary to develop the third step regarding the estimation

of the threshold value. We can start with a slightly more intuitive representation for equation (1)
inspired by Hansen (1999):

𝑌𝐺𝑖,𝑡 =

{
𝜇𝑖 + 𝜒𝑌𝐺𝑖,𝑡−1 + 𝛽1𝐹𝑖,𝑡 + 𝛼1𝑋𝑖,𝑡 + 𝜀𝑖,𝑡 , 𝐹𝑖,𝑡 ≤ 𝛾,
𝜇𝑖 + 𝜒𝑌𝐺𝑖,𝑡−1 + 𝛽2𝐹𝑖,𝑡 + 𝛼1𝑋𝑖,𝑡 + 𝜀𝑖,𝑡 , 𝐹𝑖,𝑡 > 𝛾.

(2)

To test the absence of a threshold with the following null hypothesis, 𝐻0 : 𝛽1 = 𝛽2, Hansen
(1996) uses a bootstrapped likelihood ratio test (asymptotically valid): 𝐹1 = (𝑆0 − 𝑆1(𝛾̂))/𝜎̂2,
where 𝑆0 is the RSS for the model without threshold, 𝑆1 is the RSS for the model with a specific
threshold 𝛾̂, 𝜎̂2 is the residual variance for a specific threshold.

After checking the existence of a threshold, meaning that we reject the null hypothesis of
the previous test, we test the true value of the threshold24 denoted 𝛾0. The null hypothesis
associated with this test is 𝐻0 : 𝛾 = 𝛾0. Hansen (1999) uses a likelihood ratio test:25 𝐿𝑅(𝛾) =

(𝑆1(𝛾) − 𝑆1(𝛾̂))/𝜎̂2. The critical values can be obtained with the asymptotic distribution of the
𝐿𝑅(𝛾) statistics: 𝑐(𝛼) = −2 log(1−

√
1 − 𝛼). Finally, when the 𝐿𝑅(𝛾) ≤ 𝑐(𝛼), we accept the null

hypothesis for the threshold.26

4. Empirical results

4.1. Endogeneity of the threshold variable
If we consider our studied sample, it seems clear that we have to consider the impact of these

crises (like the 1997-1998 Asian financial crisis of 1997 and the 2007-2008 financial crisis) on
economic growth to isolate the effects of banking credit in these countries. Thus, one potential

24The threshold effect may be detected only in the investigated sample and not in the statistical population.
25Where no further computations are requested since the sequence of the LR statistics is simply a re-normalization

of the sequence of the F statistics.
26For example, the 5% critical value is 7.35.
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Table 2: Granger non-causality test results

Null hypothesis 𝑊 𝑍 𝑍̃

𝑌𝐺 ⇏ 𝐹 17.5818 7.4825 0.7936
(0.107) (0.1660)

Notes: the null hypothesis indicates that growth per capita does not Granger-cause credit-to-GDP ratio. In the
alternative, growth per capita does Granger-cause credit-to-GDP ratio for at least one country. The p-values in
parentheses are obtained through bootstrapping where 1000 replications have been used. The optimal number of
lags is equal to 7 according to the Akaike information criterion.
Source: authors’ calculations.

limitation of the approach of Kremer et al. (2013) is that the threshold variable has to be exogenous.
This approach has several merits as recalled above, but controls only the endogeneity bias for some
important regressors like initial growth in panel growth regressions. One way to circumvent this
potential problem of endogeneity for the threshold variable is to follow the approach of Seo and
Shin (2016) and Seo et al. (2019). In particular, Seo and Shin (2016) develop a first-differenced
estimator GMM, that allows both threshold variable and regressors to be endogenous. But before
considering this solution, we run the Granger non-causality tests developed by Dumitrescu and
Hurlin (2012) to investigate Granger causality between growth and bank credit in our sample.27

As we can see in Table 2, the economic growth does not Granger-cause the credit-to-GDP ratio in
this sample. Thus, we can safely use the approach of Kremer et al. (2013).

4.2. Panel threshold regressions with endogenous regressors
The estimations of equation (1) are presented in Table 6. The threshold value for the credit-to-

GDP ratio (𝛾̂) is estimated by 96.5%28 when the likelihood ratio reaches 0 as we can observe in
Figure 3. The coefficients of the regime dependent variable, (𝛽1, 𝛽2) are positive. The coefficients
are fairly stable across specifications. Moreover, the above-threshold coefficient is not significant.
These results mean that before the turning point of credit-to-GDP 96.5% bank credit stimulates
economic growth, but positive effects of bank credit expansion fade away after this threshold. Our
results are consistent with previous empirical studies (Arcand et al., 2015; Cecchetti and Kharroubi,
2012; Law and Singh, 2014) that find a value for the credit-to-GDP ratio threshold which varies
from 80% to 120% of GDP. However, after the threshold, bank credit still has a positive impact
in our study, but this effect is not significant.29 Indeed, the vanishing growth effect of finance is
confirmed in our empirical investigation.

Once, the threshold is estimated, we can compute descriptive statistics for the whole sample
(Table 3), below the estimated threshold (Table 4) and after the estimated threshold (Table 5).

27We use the xtgcause command developed by Lopez and Weber (2017).
28The results are robust to the inclusion of dummies for banking crises and to year dummies.
29Our results contrast with those of Botev et al. (2019) in which they cannot confirm that financial developments

have a negative impact on growth beyond a given level of development using a dynamic panel data threshold model
which allows endogenous threshold variable and regressors (Seo and Shin, 2016; Seo et al., 2019).
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Table 3: Without threshold

Variable Count Mean SD Min Max
𝑌𝐺 189 3.047 3.453 -14.35 12.51
𝐹 189 81.77 50.65 16.53 269.7
𝐺𝑂𝑉 189 5.375 6.242 -15.37 58.81
𝐼𝑁𝑉 189 6.139 14.19 -44.03 86.22
𝐼𝑁𝐹 189 4.071 5.508 -2.315 58.45
𝑇𝑂𝑇 189 114.2 34.78 70.38 284.4
𝑂𝑃𝐸𝑁 189 145.1 96.94 37.30 437.3

Notes: after the elimination of the individual fixed effects, one observation is lost.
Source: authors’ calculations.

Table 4: Below threshold

Variable Count Mean SD Min Max
𝑌𝐺 108 2.975 3.497 -14.35 12.51
𝐹 108 44.78 20.53 16.53 96.05
𝐺𝑂𝑉 108 5.322 7.591 -15.37 58.81
𝐼𝑁𝑉 108 7.998 16.16 -38.01 86.22
𝐼𝑁𝐹 108 5.045 6.732 -2.315 58.45
𝑇𝑂𝑇 108 116.6 45.00 70.38 284.4
𝑂𝑃𝐸𝑁 108 110.2 87.84 37.30 425.4

Notes: after the elimination of the individual fixed effects, one observation is lost.
Source: authors’ calculations.

Overall, we find that the involved variables have the same characteristics below and above the
threshold. To summarize, we can note that the mean economic growth is around 3 %, the
government expenditures growth is around 5%, the population growth is around 1.5%, and the
terms-of-trade index is around 110 (the standard deviation is lower for observations above the
threshold). We can also note that investment and inflation are lower for observations above the
threshold. Interestingly, we can note that above the threshold the trade openness ratio is higher (the
mean is equal to 191% for observations superior to the threshold versus 110% for observations
inferior or equal to the threshold). This result may reveal some key features in this sample of
ASEAN countries as exporting firms have an essential role in the overall economic dynamics.

In this sample of ASEAN countries, the lagged value of GDP growth does not impact the
current GDP growth rate. The coefficients for control variables have an expected sign when they
are significant across specifications. The 𝐼𝑁𝑉 variable always has a positive impact on economic
growth.
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Table 5: Above threshold

Variable Count Mean SD Min Max
𝑌𝐺 81 3.142 3.413 -9.671 7.274
𝐹 81 131.1 33.95 96.47 269.7
𝐺𝑂𝑉 81 5.446 3.806 -8.893 17.08
𝐼𝑁𝑉 81 3.660 10.64 -44.03 26.42
𝐼𝑁𝐹 81 2.773 2.775 -0.900 18.68
𝑃𝑂𝑃 81 1.363 0.941 -1.475 5.322
𝑇𝑂𝑇 81 111.1 10.79 86.12 137.0
𝑂𝑃𝐸𝑁 81 191.6 89.08 77.75 437.3

Notes: after the elimination of the individual fixed effects, one observation is lost.
Source: authors’ calculations.

On the one hand, the dummies for the systemic bank, currency, and sovereign debt crises
provide some insight. Indeed, the currency crises have had a very negative impact on economic
growth, and it is easy to infer that these results are driven by the influence of the 1997 East Asian
Financial crisis. On the other hand, the time dummies30 have been included to capture common
shocks on economic growth. As we can see again in Table 6, the time dummy for the year 2009
reflects the negative effect of the 2008 crisis on growth. Besides, the time dummy for the year
2010 indicates that these ASEAN countries have seen a V-shaped recovery. In section 6, we run
several robustness checks with fixed estimations and panel threshold estimations (Table 7). We
also use an alternative indicator of financial development, the M2-to-GDP ratio, in Table 8. This
variable has a similar pattern to the credit-to-GDP ratio (Figure 4). The results are very similar for
the estimated threshold, for the below-threshold coefficient and above-threshold coefficient.

Our conclusions can be seen as complementary to those of Lombardi et al. (2017) who find
that credit to households tends to impede economic growth when household debt-to-GDP ratio is
above 80%. Indeed, the expansion of bank credit in our sample is mainly provided to firms to
develop their productive and exporting activities.31 In our results, an expansion of banking credit
still stimulates economic growth after this threshold of 96.5%. Nevertheless, the positive impact
of bank credit expansion is not significant. Consequently, these differences with the empirical
investigation of Lombardi et al. (2017) could be due to regional heterogeneity in emerging and
developed countries, and to the beneficiary of the credit.

5. Conclusion

This empirical investigation aimed at determining whether threshold effects exist in the rela-
tionship between economic growth and bank credit for a sample of ASEAN countries over the

30The non-significant time dummies have been removed with a general-to-specific approach.
31Lim and Ho (2013) provide empirical evidence that support the export-led growth hypothesis thanks to nonlinear

causality tests for a sample of 5 ASEAN countries, namely Malaysia, Thailand, Philippines, Indonesia and Singapore.
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Table 6: Dynamic threshold panel regression estimation

Crisis dummies Crisis and time dummies
Variables 𝑌𝐺𝑖,𝑡 𝑌𝐺𝑖,𝑡

Estimated threshold 96.4703** 96.4703**
95% Confidence Interval [95.7289; 96.8323] [95.7289; 106.5244]

Impact of credit
𝛽1 (𝐹𝑖,𝑡 ≤ 𝛾) 0.0842*** 0.0702***

(0.0268) (0.0256)
𝛽2 (𝐹𝑖,𝑡 > 𝛾) 0.0166 0.0108

(0.0172) (0.0155)

Impact of covariates
𝑌𝐺𝑖,𝑡−1 -0.0954 0.0352

(0.1241) (0.1347)
𝐼𝑁𝑉 0.0673** 0.0521*

(0.0305) (0.0277)
𝐺𝑂𝑉 -0.1454 -0.0399

(0.1322) (0.1282)
𝑇𝑂𝑇 0.0107 0.0133

(0.0163) (0.0149)
𝑂𝑃𝐸𝑁 0.0015 -0.0029

(0.0140) (0.0130)
𝐼𝑁𝐹 -0.0841 -0.1359

(0.1052) (0.0931)
𝐵𝐴𝑁𝐾𝐼𝑁𝐺 -2.1515 2.1715

(1.7009) (4.6538)
𝐶𝑈𝑅𝑅𝐸𝑁𝐶𝑌 -13.2895*** -11.3361***

(3.7521) (3.3861)
𝐷𝐸𝐵𝑇 -7.6528 -0.0986

(9.3204) (8.9767)
𝑅𝐸𝑆𝑇𝑅𝑈𝐶𝑇𝑈𝑅𝐼𝑁𝐺 0.3203 -0.2444

(3.0820) (2.7925)
𝐷𝑈𝑀𝑀𝑌_1997 -3.6401

(3.8994)
𝐷𝑈𝑀𝑀𝑌_2009 -2.5598**

(1.0499)
𝐷𝑈𝑀𝑀𝑌_2010 3.0285***

(1.1447)
Constant -0.1837 0.1344

(3.3140) (2.9314)

Sargan test 𝜒2 (35) = 40.6031 𝜒2 (32) = 38.1218
p-value = 0.1509 p-value = 0.2109

Observations 182 182
Observations above threshold 81 81
Number of countries 7 7

Notes: standard errors in parentheses. The symbols ***, ** correspond to statistical significance at 1 and 5 percent, respectively. The
non-significant time dummies have been removed with a general-to-specific approach, except for 1997. All differences are forward-orthogonal
deviations. The null hypothesis in the Sargan test is that the overidentifying restrictions are valid. Source: authors’ estimations.
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Figure 3: Construction of the confidence interval in the threshold model
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Notes: the estimation for the threshold value is the point where 𝐿𝑅(𝛾) is equal to zero. We obtain a value of 96.47
percent for the threshold. When the 𝐿𝑅(𝛾) curve crosses the horizontal line for the first time, the lower limit of the CI

is obtained. When the 𝐿𝑅(𝛾) curve crosses the horizontal line for the second time, the upper limit of the CI is
obtained. Source: authors’ estimations.
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period spanning from 1993 to 2019. We identify a statistically significant threshold for the credit-
to-GDP ratio of 96.5%. This threshold effect cannot be captured with a linear model (i.e., without
threshold). For observations (countries / periods) inferior or equal to a credit-to-GDP ratio of
96.5%, the bank credit has a positive impact on economic growth with a positive and statistically
significant coefficient of around 0.08. Besides, for observations (countries / periods) superior to
credit-to-GDP ratio of 96.5%, the growth effect of bank credit remains positive but not statistically
significant. In the short run and for high levels of bank credit, the growth effect of bank credit
fades away.

This empirical result may shed light on the regional heterogeneity in the finance-growth nexus.
Indeed, ASEAN countries share several common features in terms of economic performances, a
relatively limited financial development and export-oriented model of growth. In the economic
dynamics of these countries, the role of exporting firms is essential. In our study, we do confirm
the existence of the vanishing effect of finance on growth for this sample of ASEAN countries,
but the existence of multiple thresholds cannot be completely ruled out. Furthermore, we do not
confirm that finance has a negative effect in the short run (by increasing financial instability and
the occurrence of financial crises) associated with a positive effect in the long run (thanks to a
better capital allocation). This result may be explained by the structural characteristics of these
countries. Indeed, the beneficiary of the credit (firms versus households) plays a major role in the
growth effect of bank credit.

To conclude, our empirical investigation may lead to explore the existence of threshold effects in
the relation between economic growth and the different types of credit (firms, household) in different
regions of the world economy. The exploration of regional heterogeneity in these threshold effects
may help to formulate sound policy recommendations of macroprudential supervision. Besides,
the adjustment between the short run and the long run in the finance-growth nexus could also be
an interesting avenue of research, especially when the existence of threshold effects is considered.
We leave this for future research.
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6. Additional robustness checks

Table 7: Fixed effects and panel threshold estimations

Fixed effects
Below threshold Above threshold Panel threshold

Variables YG YG YG

Estimated threshold 96.4703**
95% Confidence Interval [95.4554; 96.7483]

F (<= threshold) 0.0448***
(0.0108)

F (> threshold) 0.0121*
(0.0068)

F 0.0391** -0.0057
(0.0164) (0.0112)

INV 0.0155 0.1221*** 0.0391***
(0.0157) (0.0416) (0.0136)

GOV 0.0414 -0.0373 0.0155
(0.0320) (0.0641) (0.0276)

TOT -0.0099 -0.0073 -0.0039
(0.0076) (0.0378) (0.0070)

OPEN -0.0297* -0.0136 -0.0065
(0.0149) (0.0098) (0.0066)

INF -0.1785*** -0.0221 -0.1408***
(0.0450) (0.1467) (0.0390)

CURRENCY -3.5748 0.8560 -5.1187***
(2.1908) (2.9956) (1.6984)

Constant 6.8592*** 6.3458 -0.8144
(1.9988) (4.6326) (1.5188)

Observations 108 81 189
Number of countries 5 4 7

Notes: robust standard errors in parentheses. The symbols ***, **, * correspond to statistical
significance at 1, 5 and 10 percent, respectively. The time dummies and the non-significant crisis
dummies are not shown for readability purposes. The value of the threshold for fixed effects estimations
is 96.4703% for the credit-to-GDP ratio. The panel threshold model is the model introduced by Hansen
(1999) in the empirical literature. We use the Stata program provided by Wang (2015).
Source: authors’ estimations.
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Figure 4: M2-to-GDP ratio
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Notes: Myanmar, Lao PDR and Cambodia are not included in the sample due to data availability. Besides, Myanmar
and Lao PDR joined the ASEAN in 1997 and Cambodia joined in 1999.

Source: World Bank.
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Table 8: Alternative indicator of financial development

Fixed effects
Below threshold Above threshold Panel threshold

Variables YG YG YG

Estimated threshold 96.4703**
95% Confidence Interval [95.4554; 96.7483]

M2 (≤ threshold) 0.0263*
(0.0140)

M2 (> threshold) -0.0004
(0.0114)

M2 0.0403** -0.0278
(0.0169) (0.0370)

INV 0.0111 0.1299*** 0.0332**
(0.0154) (0.0429) (0.0137)

GOV 0.0442 -0.0369 0.0135
(0.0319) (0.0638) (0.0280)

TOT -0.0012 -0.0019 0.0010
(0.0087) (0.0388) (0.0074)

OPEN -0.0318** -0.0064 -0.0017
(0.0154) (0.0126) (0.0088)

INF -0.1914*** -0.0746 -0.1394***
(0.0457) (0.1580) (0.0397)

CURRENCY -3.6024 0.8163 -5.2656***
(2.1904) (2.9413) (1.7340)

Constant 5.3313** 7.4146 -0.9031
(2.1129) (4.9901) (1.5684)

Observations 108 81 189
Number of countries 5 4 7

Notes: robust standard errors in parentheses. The symbols ***, **, * correspond to statistical
significance at 1, 5 and 10 percent, respectively. The time dummies and the non-significant crisis
dummies are not shown for readability purposes. The value of the threshold for fixed effects estimations
is 96.4703% for the credit-to-GDP ratio. The panel threshold model is the model introduced by Hansen
(1999) in the empirical literature. We use the Stata program provided by Wang (2015).
Source: authors’ estimations.
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